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ABSTRAK 

Penelitian ini bertujuan memprediksi laju penetrasi (ROP) guna mempercepat 
waktu pengeboran dan menekan biaya operasional. Metode yang digunakan 
adalah Elman Recurrent Neural Network (ERNN) dengan algoritma 
backpropagation, yang dipilih karena kemampuannya dalam mengenali pola data 
sekuensial pada data pengeboran. Data yang digunakan 2613 data ASCII 
Mudlogging minyak bumi dari PT Geotama Jogja dengan 5 variabel input, yaitu 
Kedalaman Vertikal Sejati atau TVD (m), Beban Mata Bor atau WOB (klbs), 
Kepadatan Sirkulasi Ekuivalen atau ECD (SG), Mud Weight in atau MWI (SG), dan 
Total Kecepatan Rotasi Pahat atau TRPM. Sedangkan variabel outputnya yaitu laju 
penetrasi atau ROP (m/hr). Data dihaluskan menggunakan Savitzky-Golay filter 
dan dibagi data training dan data testing yang sebesar 90% dan 10%. Model ERNN 
terbaik yang diperoleh yaitu 5 variabel input, 17 neuron tersembunyi, dan 1 
variabel output. Nilai MAPE data training sebesar 16.18%, dengan akurasi 83.82%. 
Sedangkan nilai MAPE data testing sebesar 15.48%, sehingga akurasinya 84.52%.  
 
Kata kunci: Elman Recurrent Neural Network, laju penetrasi, prediksi, minyak 
bumi, MAPE  

ABSTRACT 

This study aims to predict the rate of penetration (ROP) to speed up drilling time 
and reduce operational costs. The method used is the Elman Recurrent Neural 
Network (ERNN) with the backpropagation algorithm, which was chosen because 
of its ability to recognize sequential data patterns in drilling data. The data used 
are 2613 ASCII Mudlogging data from PT Geotama Jogja with 5 input variables, 
namely True Vertical Depth or TVD (m), Drill Bit Load or WOB (klbs), Equivalent 
Circulation Density or ECD (SG), Mud Weight in or MWI (SG), and Total Tool 
Rotation Speed or TRPM. While the output variable is the rate of penetration or 
ROP (m/hr). The data is smoothed using the Savitzky-Golay filter and divided into 
training data and testing data of 90% and 10%. The best ERNN model obtained is 
5 input variables, 17 hidden neurons, and 1 output variable. The MAPE value of 
the training data is 16.18%, so the accuracy is 83.82%. Meanwhile, the MAPE 
value for the testing data was 15.48%, resulting in an accuracy of 84.52%.  
 
Keywords: Elman Recurrent Neural Network, penetration rate, prediction, 
petroleum, MAPE
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1. PENDAHULUAN 
Minyak bumi berbentuk cairan kental berwarna hitam sampai cokelat kehitaman, mudah 
terbakar, dan terletak di dalam bumi yang biasanya berada 3 – 4 km di bawah permukaan 
laut atau di lapisan atas pada kerak bumi. Pengeboran Minyak bumi merupakan proses 
pengambilan minyak dari lapisan kerak bumi melalui pipa dan sumur dengan peralatan 
khusus. Biaya operasional pengeboran cukup tinggi sehingga berbagai macam cara dilakukan 
untuk menguranginya. Salah satu cara untuk menurunkan biaya yaitu meningkatkan laju 
penetrasi atau Rate of Penetration (ROP) (Riazi, Mehrjoo, Nakhaei, & Jalalifar, 2022). 
Setiap operasi pengeboran akan diusahakan ROP yang optimal. ROP merupakan kecepatan 
mata bor dalam memecah formasi di bawahnya untuk memperdalam sebuah lubang sumur 
(Alkinani, dkk, 2021). Selain itu, ROP sangat mempengaruhi waktu operasi pengeboran 
karena berhubungan langsung dengan rotating time yang mencapai 30% dari total waktu 
pengeboran.  

Faktor yang mempengaruhi ROP dikelompokkan menjadi 2 yaitu dikontrol dan tidak dapat 
dikontrol. Paramter pengeboran yang dapat dikontrol mudah untuk diubah, seperti berat pada 
mata bor (WOB), putaran permenit (RPM), berat lumpur (MW), Kepadatan Sirkulasi Ekuivalen 
(ECD), viskositas platik (PV), kekuatan gel, titik leleh (YP), laju alir (Q), torsi (T), dan tekanan 
pipa tegak (SPP) (Alkinani, dkk, 2021). Parameter pengeboran yang tidak dapat dikontrol 
seperti ukuran bit, jenis lumpur pengeboran, kepadatan, dan sifat reologi. Parameter 
pengeboran yang tidak dapat dikontrol merupakan faktor yang tidak dapat diubah (Elkatatn, 
dkk, 2021). 

Prediksi merupakan proses meramalkan berdasarkan data historis dengan tujuan 
memproyeksikan kondisi pada masa mendatang. Prediksi ROP sulit dilakukan karena 
banyaknya faktor yang saling mempengaruhi dan belum ada persamaan pasti yang 
menghubungkannya (Alkinani, dkk, 2021). Metode prediksi ROP dapat dikelompokan ke 
dalam 2 macam, yaitu model tradisional dan model berbasis data. Model tradisional 
menggunakan hubungan berbasis fisika antara ROP dengan parameter pengeboran. Model ini 
banyak kekurangan, yaitu hubungan antar parameter yang kompleks menyebabkan model 
kurang komprehensif, penggunaan koefisien empiris, dan persyaratan data tambahan, seperti 
properti bit, properti lumpur, desain bit. Selain itu, model tradisional harus sesuai dengan satu 
fasies karena koefisien empiris sangat bergantung pada litologi. 

Pendekatan baru untuk memprediksi ROP dengan berbasis data untuk mengatasi kelemahan 
model tradisional (Brenjkar & Delijani, 2022). Metode ini memiliki kelebihan dibandingkan 
model tradisional, yaitu tidak mengandung konstanta empiris atau spesifikasi mata bor dan 
tidak terikat pada rakitan lubang bor. Prediksi dengan pembelajaran mesin hanya bergantung 
pada data masukan dan pemilihan parameter masukan. Kemajuan pembelajaran ini telah 
membuka banyak peluang aplikasi dalam bidang pengeboran minyak bumi sehingga menjadi 
solusi dari masalah tersebut. Metode pemodelan berbasis data yang dapat digunakan yaitu 
pemodelan jaringan syaraf tiruan (Neural Network) (Asante, dkk, 2021). 

Neural Network merupakan sistem pemrosesan informasi yang terinspirasi dari karakteristik 
kinerja jaringan syaraf biologis sehingga seperti neuron pada otak manusia (Elhassanien, 
dkk, 2024). Neural network mempunyai kemampuan menganalisis data rumit yang sulit 
diselesaikan dengan metode statistik konvensional (Suahati, dkk, 2022). Salah satu jenis 
Neural Network yaitu Recurrent Neural Network (RNN), yaitu model yang dikembangkan dari 
model feedforward neural network dan memiliki umpan balik. RNN menggabungkan 
perceptron multilayer statis atau bagian dan mengekploitasi kemampuan pemetaan nonlinear 
dari multilayer perceptron. 

Penelitian ini menggunakan model Elman Recurrent Neural Network, yaitu jenis neural 
network yang mempunyai lapisan tambahan. ERNN memiliki struktur jaringan dengan memori 
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kontekstual yang mampu mengenali pola-pola temporal atau sekuensial dalam data, sehingga 
sesuai untuk memodelkan proses dinamis seperti pengeboran. Penelitian yang menggunakan 
model ERNN, yaitu (Tompo, dkk, 2024) memprediksi pengangguran di Provinsi Jawa Timur, 
(Abdillah & Sukoco, 2023) memprediksi memprediksi harga saham perbankan di 
Indonesia, (Jefri, dkk, 2020) memprediksi indeks harga konsumen kota Ambon. Salah satu 
penelitian ROP yang sudah dilakukan oleh (Abadi, dkk, 2024) memprediksi laju penetrasi 
pengeboran menggunakan fuzzy Sugeno orde pertama. 

Penelitian ini menghadirkan kebaruan dengan kombinasi parameter pengeboran, yaitu Mud 
Weight (densitas), Kepadatan Sirkulasi Ekuivalen (ECD), Kedalaman Vertikal Sejati (TVD), 
mekanik pengeboran (WOB), dan Total Kecepatan Rotasi Pahat (TRPM). Mud weight 
merupakan perbandingan berat perunit volume lumpur. Parameter ini penting dalam 
menentukan tekanan hidrostatik (Islam & Hossain, 2021). WOB merupakan sejumlah gaya 
yang diberikan oleh mata bor selama operasi pengeboran berlangsung yang diukur dalam 
ribuan pon sesuai pada formasi batuan agar dapat dihancurkan. ECD merupakan kepadatan 
dinamis pada lumpur yang bersirkulasi dalam lubang bor (Sun, dkk, 2024). RPM merupakan 
pengukuran kecepatan putar mata bor dalam pengeboran sumur. TVD merupakan jarak tegak 
lurus dari permukaan ke dasar.  

Berdasarkan uraian di atas, penulis akan melakukan penelitian prediksi laju penetrasi (ROP) 
yang bertujuan mengembangkan model Elman Reccurent Neural Network untuk memprediksi 
ROP pada data pengeboran minyak bumi dan mengetahui akurasi dari model yang dibangun.  

2. METODE PENELITIAN 
Metode penelitian yang digunakan pada penelitian ini dapat dilihat pada Gambar 1, yang 
terbagi menjadi beberapa tahapan. Langkah-langkah penelitian ini yaitu sebagai berikut. 
 

 

 Gambar 1. Diagram Alir Penelitian 

2.1 Ruang Lingkup Dataset 
Data yang digunakan berupa sekunder, yaitu data ASCII Mudlogging yang diperoleh dari PT 
Geotama Energi yang beralamat di Jl. Laksda Adisucipto KM. 5, Ambarukmo, Caturtunggal, 
Depok, Sleman, Daerah Istimewa Yogyakarta. Data yang diambil berupa Beban Mata Bor 
(WOB), Mud Weight In (MWI), Kepadatan Sirkulasi Ekuivalen (ECD), Kedalaman Vertikal Sejati 
(TVD), mekanik pengeboran (WOB), dan Total Kecepatan Rotasi Pahat (TRPM), dan laju 
penetrasi (ROP). Data yang digunakan pada penelitian ini sebanyak 2.613 data dari kedalaman 
49 m - 2661 m.  
 
2.2 Preprocessing Data 
Prepocessing data merupakan tahap awal dalam pengolahan data agar menjadi data yang 
bersih, terstruktur, dan dapat digunakan dalam proses pemodelan.  
2.2.1 Pembersihan Data 
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Pembersihan data bertujuan untuk memperbaiki kesalahan data mentah agar model dapat 
berjalan lebih baik. Tahap ini meliputi missing value, yang dapat diakibatkan karena kesalahan 
pencatatan, sensor error, atau kesalahan sistem. 
  
2.2.2 Analisis statistik deskriptif 
Analisis statistik deskriptif digunakan untuk mengetahui gambaran umum tentang 
karakteristik data yang digunakan. Analisis ini meliputi ukuran pemusatan (rata-rata, median, 
modus), ukuran penyebaran (range, variasi, standar deviasi), dan mengetahui pola distribusi 
data. 
 
2.2.3 Deteksi dan Penanganan Outliers 
Outliers bisa memberikan informasi yang keliru, menjadikan model buruk, dan hasil analisis 
tidak akurat sehingga perlu evaluasi kualitas data untuk melihat latar belakang data (Chen & 
Zhou, 2017). Deteksi outlier merupakan langkah untuk mengetahui outlier (Karkouch, dkk, 
2016). Boxplot merupakan salah satu teknik memvisualisasikan untuk melihat adanya outlier 
dalam data. 

Penelitian ini menggunakan winsorizing, yaitu teknik yang membatasi nilai ekstrem dalam 
dataset agar berada dalam rentang tertentu tanpa menghapus data. Metode ini mengubah 
nilai ekstrim agar masuk batas normal berdasarkan Interquartile Range (IQR), yaitu selisih 
antara Q3 dan Q1. Metode ini membantu mempertahankan keseluruhan struktur kumpulan 
data sekaligus mengurangi efek outlier. Cara untuk menentukan batas bawah dan batas atas 
dapat menggunakan Persamaan (1) dan (2) sebagai berikut. 

𝐵𝑎𝑡𝑎𝑠 𝑏𝑎𝑤𝑎ℎ = 𝑄1 −  1.5 ×  𝐼𝑄𝑅 
𝐵𝑎𝑡𝑎𝑠 𝑎𝑡𝑎𝑠 = 𝑄3 +  1.5 ×  𝐼𝑄𝑅 

(1) 
(2) 

 
2.2.4 Penghalusan dengan Savitzky Golay 
Data mentah umumnya mengandung noise yang disebabkan oleh ketidakakuratan sistem 
perekaman dan kesalahan manusia sehingga menyebabkan memperpanjang proses pelatihan 
dan mengurangi generalisasi model (Y. Wang, dkk, 1995). Penanganan noise sangat 
penting untuk meningkatkan kinerja model dan mencapai hasil yang baik (Fu, dkk, 2024). 
Beberapa peneliti menggunakan filter Savitzky-Golay untuk mengurangi noise dari data 
pengeboran dan petrofisika guna meningkatkan kinerja model estimasi ROP (Anemangely, 
dkk, 2018). 

Savitzky-Golay merupakan filter low pass yang mengekstrak data yang berguna dari data 
dengan noise dengan mempertahankan bentuk asli sinyal (Bromba, 1981). Filter ini bekerja 
dengan melakukan penghalusan melalui fungsi polinomial (Savitzky&Golay, 1974). 

𝑓𝑘 = ∑ 𝑏𝑛𝑘𝑖
𝑘

𝑘=𝑛

𝑘=0

  

 

(3) 

Untuk jendela titik data tertentu yang berpusat di 𝑖, tentukan koefisien 𝑏𝑛𝑘 agar diperoleh 

polinomial yang sesuai dengan titik data dalam jendela. Kemudian menetapkan turunannya 
sama dengan nol (Savitzky&Golay, 1974). 

(
𝑑𝑠𝑓𝑖
𝑑𝑖𝑠

)
𝑖=0

= 𝑠! 𝑏𝑛𝑠 = 𝑎𝑛𝑠 
(4) 

Satu set nilai berurutan 2𝑀 +  1 akan digunakan dalam penentuan kecocokan kuadrat rata-

rata terbaik melalui nilai polinomial berderajat 𝑛. Hal ini dapat dicapai dengan meminimalkan 

jumlah kuadrat selisih antara titik data aktual dan nilai polinomial (Savitzky& Golay, 1974). 
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𝜕

𝜕𝑏𝑛𝑘
[ ∑ (𝑓𝑘 − 𝑦𝑖)

2

𝑖=𝑀

𝑖=−𝑀

] = 0 

(5) 

Dengan meminimalkan terhadap 𝑏𝑛𝑘 diperoleh sebagai berikut (Savitzky&Golay, 1974). 

∑ (∑ 𝑏𝑛𝑘𝑖
𝑘+𝑟

𝑘=𝑛

𝑘=0

) = ∑ 𝑦𝑖𝑖
𝑟

𝑖=𝑀

𝑖=−𝑀

𝑖=𝑀

𝑖=−𝑀

= 𝐹𝑘 

(6) 

Di mana 𝑟 adalah indeks yang mewakili nomor persamaan dari 0 hingga 𝑛 (ada 𝑛 +  1 

persamaan). Nilai 𝑖 berkisar dari −𝑀 hingga 𝑀, dan 𝑖 =  0 pada titik pusat himpunan nilai 

2𝑀 + 1. Vektor sampel masukan ℎ = [ℎ−𝑀, … , ℎ−1, ℎ0, ℎ1, … , ℎ𝑚], dan matriks A didefiniskan 

sebagai berikut (Sadeghi & Behnia, 2018). 

𝐴 =

[
 
 
 
 
(−𝑀)0 (−𝑀)1 ⋯ (−𝑀)𝑛

⋮ ⋮ ⋮ ⋮
(−1)0 (−1)0 ⋯ (−1)0

1 0 ⋯ 0
𝑀0 𝑀1 ⋯ 𝑀𝑛 ]

 
 
 
 

 

Selanjutnya, koefisien filter G dihitung sebagai berikut (Sadeghi & Behnia, 2018). 

𝐺 = (𝐴𝑇𝐴)−1𝐴𝑇 (7) 

Kemudian, vektor koefisien dapat diturunkan seperti di bawah ini. 

𝐵 = 𝐺𝑦 (8) 

Hanya menghitung 𝑎0 dan menghitung baris pertama pada matriks W. Matriks 𝐺 tidak 

bergantung pada sampel input dan hanya bergantung pada urutan filter dan panjang jendela. 
Nilai output apur pada indek ke-𝑖 sebagai berikut. 

𝐹0 = ∑𝐺𝑖ℎ𝑖 = 𝑎0

𝑀

−𝑀

 
(9) 

  
2.2.5 Menentukan Variabel Input dan Output 
Variabel input yang digunakan yaitu Mud Weight (densitas), Kepadatan Sirkulasi Ekuivalen 
(ECD), Kedalaman Vertikal Sejati (TVD), mekanik pengeboran (WOB), dan Total Kecepatan 
Rotasi Pahat (TRPM), sedangkan variabel output yaitu laju penetrasi (ROP). 
 
2.2.6 Metode Evaluasi 
Metode evaluasi yang digunakan yaitu data split, yaitu data akan dibagi menjadi 2 bagian 
yaitu data training dan data testing. Dataset akan dibagi perkedalaman 100 m agar data 
training dan data testing mewakili setiap kedalaman dengan komposisi masing-masing yaitu 
90% dan 10%.  
 
2.2.7 Normalisasi Data 
Normalisasi dilakukan agar data berada diantara suatu range tertentu. Pada penelitian ini, 
proses normalisasi menggunakan Robust Scaler, yaitu algoritma yang menskalakan fitur 
menggunakan median dan kuartil untuk mengatasi bias yang berasal dari outlier. 

Xscaled =
𝑥ℎ − 𝑄2(𝑥)

𝑄3(𝑥) − 𝑄1(𝑥)
  

(10) 

Diketahui Xscaled nilai normalisasi data ke-ℎ, 𝑥ℎ nilai data ke-ℎ, 𝑄2(𝑥) median, 𝑄1(𝑥) kuartil   

pertama dari dataset, dan 𝑄3(𝑥) kuartil ketiga dari dataset. 
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2.3 Membangun Model Elman Recurrent Neural Network Terbaik 
Proses membangun model Elman Recurrent Neural Network (ERNN) dimulai dengan 
menentukan input jaringan dan jumlah neuron pada lapisan tersembunyi. Langkah penentuan 
banyak neuron lapisan tersembunyi dengan trial dan error kemudian membandingan nilai 
MAPE terkecil dan jaringan paling sederhana.  

Secara arsitektural, ERNN pada prinsipnya terdapat feedback pada lapisan tersembunyi. ERNN 
memiliki lapisan tambahan yang disebut context layer untuk menyimpan nilai aktivasi dari 
langkah sebelumnya (Radjabaycolle, 2020).  

 
Gambar 1. Arsitektur Elman Recurrent Neural Network 

Berdasarkan Gambar 2, jumlah neuran di context layer sama dengan jumlah neuron di hidden 
layer dan saling terhubung setiap neuronnya. context layer berfungsi sebagai memori dengan 
menyimpan keluaran lapisan tersembunyi, kemudian digunakan kembali sebagai masukan 
tambahan pada langkah berikutnya dalam jaringan (Lewis, 2016, hal 88-89).  

Model ERNN dengan fungsi aktivasi sigmoid bipolar pada lapisan tersembunyi dan fungsi 
aktivasi linear pada lapisan output secara sistematis dituliskan dengan Persamaan (11) dan 
Persamaan (12) sebagai berikut. 

𝑦 = ∑ 𝑣𝑘ℎ𝑘 + 𝑏0

𝑝

𝑘=1
 

(11) 

Persamaan untuk ℎ𝑘 yaitu sebagai berikut. 

ℎ𝑘 =
1 − exp(−(∑ 𝑥𝑖𝑤𝑖𝑘 + ∑ 𝑢𝑗𝑤𝑗𝑘 + 𝑏𝑘)) 

𝑝
𝑗=1  𝑛

𝑖=1  

1 + exp(−(∑ 𝑥𝑖𝑤𝑖𝑘 + ∑ 𝑢𝑗𝑤𝑗𝑘 + 𝑏𝑘)) 
𝑝
𝑗=1  𝑛

𝑖=1  
 

(12) 

Sehingga model Elman Recurrent Neural Network ditulisakan secara lengkap dapat dituliskan 
dengan persamaan berikut ini. 
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𝑦 = ∑ 𝑣𝑘

1 − exp(−(∑ 𝑥𝑖𝑤𝑖𝑘 + ∑ 𝑢𝑗𝑤𝑗𝑘 + 𝑏𝑘)) 
𝑝
𝑗=1  𝑛

𝑖=1  

1 + exp(−(∑ 𝑥𝑖𝑤𝑖𝑘 + ∑ 𝑢𝑗𝑤𝑗𝑘 + 𝑏𝑘)) 
𝑝
𝑗=1  𝑛

𝑖=1  

𝑙

𝑘=1

+ 𝑏0 
(13) 

Diketahui 𝑦 variabel output, 𝑥𝑖 variabel input dengan 𝑖 = 1, 2, … , 𝑛, 𝑛 jumlah variabel 

independent, 𝑝 jumlah neuron pada lapisan tersembunyi, 𝑏𝑘 bobot bias pada neuron ke-𝑘 

pada lapisan tersembunyi, 𝑏0 bobot bias pada neuron lapisan output, 𝑢𝑗  variabel input yang 

berada pada neuron tambahan dengan 𝑗 = 1,2,3,… , 𝑝, 𝑤𝑖𝑘 bobot dari neuron input ke-𝑖 menuju 

neuron ke-𝑘 pada lapisan tersembunyi, 𝑤𝑗𝑘 bobot dari neruon tambahan ke-𝑗 menuju neuron 

ke-𝑘 pada lapisan tersembunyi, 𝑣𝑘 bobot neuron ke-𝑘 pada lapisan tersembunyi yang menuju 

ke lapisan output. 

Algoritma backpropagation memaksimalkan hasil pelatihan dengan memodifikasi bobot yang 
digunakan. Apabila diperoleh bobot baru, maka akan dilakukan perhitungan kembali sampai 
diperoleh error yang telah memenuhi syarat berhenti. Langkah-langkah dalam algoritma 
backpropagation (Fauset, 1994). 

Langkah 0: Lakukan inisiasi bobot dengan mengambil bobot awal menggunakan nilai random 
terkecil. 

Langkah 1: Tetapkan parameter pembelajaran, yaitu maksimum epoch, target error, dan 
learning rate.  
a. Maksimum epoch 

Maksimum epoch merupakan jumlah epoch maksimum yang digunakan selama 
proses pembelajaran. Iterasi akan dihentikan jika nilai epoch sudah memenuhi 
batas maksimum. 

b. Target error 
Target error merupakan target nilai fungsi kerja. Iterasi akan dihentikan jika 
nilai fungsi kinerja kurang atau sama dengan target error. 

c. Learning rate 
Learning rate merupakan laju persepatan pembelajaran. Jika semakin kecil 
nilainya maka laju pembelajarannya akan semakin lambat dan semkain besar 
nilai pembelajarannya maka semakin besar pula langkah pembelajarannya. 

d. Momentum 
Momentum merupakan perubahan bobot yang didasarkan pada gradien pola 
terakhir dan sebelumnya. 

Tahap Feedforward 
Langkah 2: Setiap neuron input (𝑥𝑛, 𝑛 = 1,2,3,… , 𝑛) akan menerima sinyal 𝑥𝑛 lalu meneruskan 

sinyal tersebut ke semua neuron tersembunyi. 
Langkah 3: Sinyal yang diterima pada lapisan tersembunyi dari neuron input di rumuskan 

pada Persamaan (14) sebagai berikut. 

𝑧𝑖𝑛𝑘
= ∑𝑥𝑖𝑤𝑖𝑘 + 𝑏𝑘

𝑛

𝑖=1

 
(14) 

Fungsi aktivasi sigmoid bipolar digunakan untuk mneghitung sinyal output yaitu 
sebagai berikut. 

𝑧𝑘 = 𝑓(𝑧𝑖𝑛𝑘
) (15) 

Lalu sinyal dikirim neuron pada neuron tambahan di lapisan imput. 
Langkah 4: setiap neuron tersembunyi akan meneruskan sinyal dari neuron tambahan pada 

lapisan masukan (𝑢𝑗 , 𝑗 = 1, 2, 3,… , 𝑘). Sinyal yang diterima berupa sinyal keluaran 

dari lapisan tersembunyi yang sudah di aktivasi dengan persamaan sebagai 
berikut. 



Aiziyah, dkk 

 

MIND - 152 

 

𝑢𝑗 = 𝑧𝑘 (16) 

Langkah 5: setiap neuron tambahan kemudian mengirimkan sinyak ke lapisan tersembunyi 
dan menjumlahkan sinyal input berbobot dengan persamaan sebagai berikut.  

𝑧𝑛𝑒𝑡𝑘 = ∑𝑥𝑖𝑤𝑖𝑘 + ∑𝑢𝑗𝑤𝑗𝑘

𝑖

𝑗=1

+ 𝑏𝑘

𝑛

𝑖=1

 
(17) 

Pada sinyal keluaran dihitung dengan fungsi aktivasi berikut. 

𝑧𝑘 = 𝑓(𝑧𝑛𝑒𝑡𝑘) (18) 

Kemudian, sinyal dikirim ke seluruh neuron pada lapisan output.  
Langkah 6: Neuron output akan mnejumlahkan sinyal input berbobot dengan persamaan 

sebagai berikut. 

𝑦𝑖𝑛 = 𝑏0 + ∑(𝑧𝑘)

𝑖

𝑘=1

(𝑣𝑘) 
(19) 

Pada sinyal output digunakan fungsi aktivasi sebagai berikut. 

𝑦 = 𝑓(𝑦𝑖𝑛) (20) 

Kemudian sinyal akan di kirim ke seluruh neuron pada lapisan output. 
Tahap Backpropagation 
Langkah 7: Hitung fungsi kesalahan untuk mendapatkan nilai bobot terbaru dengan 
menggunakan persamaan sebagai berikut. 

𝛿𝑘 = (𝑡 − 𝑦)𝑓′(𝑦𝑖𝑛) (21) 

Dengan 𝛿𝑘 merupakan neuron error yang akan digunakan dalam perubahan bobot 

𝑣𝑘. Kemudian akan dihitung koreksi bobot untuk memperbaiki 𝑣𝑖 dan koreksi bias 

untuk memperbaiki 𝑏0. Berikut adalah persamaan yang digunakan. 

∆𝑣𝑘 = 𝛼𝛿𝑘𝑧𝑘 

Δ𝑏0 = 𝛼𝛿𝑘 

(22) 
(23) 

diketahui bahwa 𝛼 merupakan laju pembelajaran. 

Langkah 8: Setiap neuron tersembunyi akan menjumlahkan delta input dari neuron yang 
berada di lapisan atasnya dengan persamaan sebagai berikut. 

𝛿𝑖𝑛𝑘
= ∑ 𝛿𝑘𝑣𝑘

𝑙

𝑘=1

 
(24) 

Untuk menghitung informasi error menggunakan persamaan sebagai berikut. 

𝛿𝑘 = 𝛿𝑖𝑛𝑓′(𝑧𝑖𝑛𝑘
) (25) 

Kemudian dilakukan koreksi bobot yang digunakan sebagai perbaikan nilai 𝑊𝑖𝑘(𝑎) 

dan 𝑊𝑖𝑘(𝑏) dengan rumus sebagai berikut. 

𝑊𝑖𝑘(𝑎) = 𝛼𝛿𝑘𝑥𝑘 

𝑊𝑖𝑘(𝑏) = 𝛼𝛿𝑘𝑢𝑗 

(26) 
(27) 

Pada langkah ini juga akan menghitung koreksi bias yang nantinya akan 
digunakan sebagai perbaikan nilai 𝑏𝑘 

Δ𝑏𝑘 = 𝛼𝛿𝑘 (28) 
Tahap Perubahan Bobot 
Langkah 9: Neuron output memperbaiki bias dan bobotnya sebagai berikut. 
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𝑣𝑘(𝑏𝑎𝑟𝑢) = 𝑣𝑘(𝑙𝑎𝑚𝑎) + Δ𝑣𝑘 

𝑏0(𝑏𝑎𝑟𝑢) = 𝑏0(𝑙𝑎𝑚𝑎) +  Δ𝑏0 

(29) 
(30) 

Langkah 10: setiap neuron lapisan tersembunyi akan memperbaiki bias dan bobot dengan 
persamaan sebagai berikut. 

𝑤𝑖𝑘(𝑏𝑎𝑟𝑢) = 𝑤𝑖𝑘(𝑙𝑎𝑚𝑎) + Δ𝑣𝑘 

𝑤𝑗𝑘(𝑏𝑎𝑟𝑢) = 𝑤𝑗𝑘(𝑙𝑎𝑚𝑎) +  Δ𝑏0 

𝑏𝑘(𝑏𝑎𝑟𝑢) = 𝑏𝑘(𝑙𝑎𝑚𝑎) +  Δ𝑏𝑘 

(31) 
(32) 
(33) 

Langkah 11: pengujian berhenti jika mencapai jumlah epoch yang diinginkan atau sampai nilai 
ambang batas sudah memenuhi.  

 
2.4 Denomarlisasi Data 
Denormalisasi data merupakan proses mengembalikan data dari nilai ternormalisasi output 
jaringan harus dikembalikan ke nilai sebenarnya.  

𝑋 = 𝑋𝑠𝑐𝑎𝑙𝑒𝑑 × 𝐼𝑄𝑅 + 𝑚𝑒𝑑𝑖𝑎𝑛 (34) 

Diketahui 𝑋𝑠𝑐𝑎𝑙𝑒𝑑 data hasil normalisasi. 

 
2.5 Hasil prediksi laju penetrasi (ROP) 
Hasil Prediksi akan dihitung seberapa akurat untuk memprediksi dengan model yang akan 
terbentuk. Salah satu cara mengukur akurasi yaitu menggunakan Mean Absolute Percentage 
Error (MAPE), yaitu perhitungan rata-rata persentase kesalahan mutlak. Model dikatakan baik 
apabila nilai MAPE yang kecil.  

𝑀𝐴𝑃𝐸 =
1

𝑛
∑

|𝑌𝑡 − 𝑌𝑡̂|

𝑌𝑡̂

× 100%
𝑛

𝑡=1
 

(35) 

Diketahui 𝑌𝑡 nilai hasil aktual, 𝑛 Jumlah data, 𝑌𝑡̂ nilai hasil pendugaan. Dengan kriteria MAPE 

sebagai berikut (Farida, Sulistiani, & Ulinnuha, 2023). 

Tabel 1. Kriteria MAPE 

Nilai MAPE Keterangan 
< 10% Sangat Baik 

10% − 20% Baik 
20% − 50% Cukup 

> 50% Tidak akurat 

 
Model dikatakan baik apabila nilai akurasinya tinggi. Nilai akurasi tersebut dapat diperoleh 
melalui perhitungan sebagai berikut. 

𝑎𝑘𝑢𝑟𝑎𝑠𝑖 = 100% − 𝑀𝐴𝑃𝐸 (36) 

3. HASIL DAN PEMBAHASAN 
Di bawah ini merupakan data ASCII Mudlogging yang dijadikan dataset sebanyak 2613 data 
yang sudah dibersihkan. Berikut ini merupakan data yang digunakan dapat dilihat di Tabel 2. 

Tabel 2. Data ASCII Mudlogging 

TVD (m) WOB (klbs) MWI (SG) ECD (m/hr) TRPM ROP (m/hr) 

49,00 2,70 1,05 1,06 162 32,29 

50,00 1,20 1,05 1,06 162 59,94 

… … … … … … 

2642,32 23,4 1,17 1,26 101 13,8 

2643,32 17,3 1,17 1,26 100 13,8 
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Dibawah ini merupakan hasil dari analisis statistik deskriptif yang dapat dilihat pada Tabel 3.  

Tabel 3. Statistik Deskripstif Data Numerik 

Variabel Atribut Rata-rata 
Standar 
Deviasi 

Nilai Minimum Nilai Maksimum 

𝑥1 WOB 10.6133 5.8429 0.3 25 
𝑥2 TVD 1340.8195 749.7754 49 2643.32 
𝑥3 MWI 1.1173 0.0325 1.05 1.17 
𝑥4 ECD 1.2372 0.0853 0 1.33 
𝑥5 RPM 118.0137 51.8284 41 1.33 
𝑦 ROP 36.4358 15.8261 0.1 180 

 
Hasil pengecekan memperlihatkan terdapat outliers di variabel ROP, ECD, dan TRPM masing-
masing variabel tersebut yaitu 77, 408, dan 721. Hasil pengecekan outlier dapat dilihat pada 
(a). 

 
(a) 

 
(b) 

Gambar 4. Boxplot Sebelum (a) dan Sesudah (b) Penanganan Outliers 

Penanganan outliers pada penelitian ini menggunakan metode winsorizing berbasis 
Interquartile Range (IQR). Proses ini menggantikan nilai ekstrem dengan nilai yang masih 
berada dalam batas normal berdasarkan IQR pada variabel ROP, ECD, dan TRPM. Hasil dari 
penanganan tersebut dapat dilihat pada (b). 

Selanjutnya akan dilakukan proses smoothing menggunakan metode Savitzky-Golay. 
Penelitian ini menggunakan window size berukuturan 21 dengan order polinomial 3. Hasil dari 
proses smoothing dapat dilihat pada Tabel 4. 

Tabel 4. Data hasil Smoothing dengan Savitzky Golay 

TVD  
(mtr) 

WOB  
(klbs) 

MWI  
(SG) 

ECD  
(m/hr) 

TRPM 
ROP  

(m/hr) 

49 2,0113 1,05 1,1 106 47,8354 

50 1,7700 1,05 1,1 106 50,8485 

… … … … … … 

2642,32 20,7359 1,17 1,2607 100,6455 17,5611 

2643,32 20,3413 1,17 1,2623 100,5608 12,6616 

 
Selanjutnya yaitu penentuan variabel input dan output dengan 5 neuron dalam variabel input 
yang digunakan meliputi WOB (𝑥1), TVD (𝑥2), MWI (𝑥3), ECD (𝑥4), dan TRPM (𝑥5). Variabel 

output yaitu ROP (𝑦), sehingga banyaknya neuron output yaitu 1 neuron. 

 
Kemudian, data akan dibagi menjadi data training dan data testing dengan persentase masing 
masing yaitu 90% dan 10%. Data yang berjumlah 2613 data akan menjadi 2350 data training 
dan 263 data testing. 
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Tabel 5. Pembagian Data Testing dan Training Setiap Interval 

Kedalaman Kelompok Pembagian Data Jumlah 

0 − 99 1 
Testing 6 

Training 45 

100 − 199 2 
Testing 10 

Training 90 

… … … … 

2500 −  2599 26 
Testing 10 

Training 90 

2600 − 2699 27 
Testing 7 

Training 55 

 
Langkah selanjutnya yaitu melakukan normalisasi untuk menyetarakan rentang nilai yang 
akan di pakai. Pada penelitian ini menggunakan Robust scaler dengan median sama dengan 
0 dan IQR sama dengan 1. 

Tabel 6. Hasil Normalisasi Data Training 

TVD WOB MWI ECD TRPM ROP 

-0,99281 -0,75562 -1,4 -2,17896 1,908973 0,983724 

-0,99204 -0,78067 -1,4 -2,17896 1,908973 1,211272 

… … … … … … 

1,146782 1,00409 1 0,656777 -0,0985 -1,67259 

0,653266 0,991005 1 -0,33732 -0,25635 -0,78619 

 
Tabel 7. Hasil Normalisasi Data Testing 

TVD WOB MWI ECD TRPM ROP 

-0,98357 -0,83151 -1,4 -2,17896 1,908973 1,40508 

-0,97433 -0,83795 -1,4 -2,17896 1,908973 1,433703 

… … … … … … 

0,969453 0,762321 1 -0,12172 -0,95069 0,19399 

0,994084 0,742476 1 -0,26632 -0,32144 -0,81324 

 
Kemudian, pembentukan model terbaik untuk memprediksi ROP menggunakan Elman 
Recurrent Neural Network dengan algoritma backpropagation. Fungsi aktivasi yang digunakan 
pada lapisan tersembunyi adalah fungsi aktivasi sigmoid bipolar dan lapisan output 
menggunakan adalah fungsi aktivasi linear.  

Tabel 8. Parameter Pembelajaran 

Parameter Nilai 

Maksimum epoch 100 

Target error 0.001 

Learning rate 0.1 

Momentum 0.9 

 
Jumlah neuron pada lapisan tersembunyi ditentukan melalui metode trial dan error dengan 
membandingkan nilai MAPE dari beberapa model yang terbentuk. Proses pembelajaran model 
Elman Recurrent Neural Network dilakukan dengan melakukan percobaan 1 sampai 25 neuron 
pada lapisan tersembunyi.  
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Tabel 9. MAPE pada Neuron Tersembunyi 

Jumlah Neuron Tersembunyi Training Testing 
1 33.03% 28.40% 

2 28.86% 25.19% 

3 23.63% 21.43% 

4 24.16% 22.28% 

5 21.35% 20.41% 

6 19.77% 19.99% 

7 19.70% 20.35% 

8 20.12% 19.72% 

9 17.07% 17.59% 

10 20.16% 19.35% 

11 18.55% 18.88% 

12 18.43% 18.82% 

13 17.22% 17.68% 

14 17.29% 18.48% 

15 17.21% 16.82% 

16 16.95% 17.51% 

17* 16.18% 15.48% 

18 16.26% 16.65% 

19 19.02% 19.59% 

20 16.65% 17.23% 

21 16.97% 16.68% 

22 19.85% 19.71% 

23 15.94% 17.26% 

24 15.72% 16.78% 

25 16.91% 17.05% 

 
Tabel 5 terlihat bahwa penurunan MAPE pada neuron ke-17 menunjukkan peningkatan 
performa model. Namun, penambahan neuron setelah dan sesudahnya cenderung tidak 
efektif dan dapat menyebabkan overfitting, ditandai dengan meningkatnya MAPE pada data 
testing. Model terbaik yang diperoleh dengan jumlah neuron tersembunyi 17 yang 
berdasarkan nilai MAPE, yaitu 16.18% untuk data training dan 15.48% untuk data testing. 
Nilai MAPE tersebut menunjukan model dapat memprediksi dengan baik. Dengan persamaan 
model tersebut sebagai berikut. 

𝑦 = ∑ 𝑣𝑘

1 − exp (−(∑ 𝑥𝑖𝑤𝑖𝑘 + ∑ 𝑢𝑗𝑤𝑗𝑘 + 𝑏𝑘)) 
17
𝑗=1

5
𝑖=1

1 + exp (−(∑ 𝑥𝑖𝑤𝑖𝑘 + ∑ 𝑢𝑗𝑤𝑗𝑘 + 𝑏𝑘)) 
17
𝑗=1

5
𝑖=1

17

𝑘=1

+ 𝑏0 

Secara umum dapat dituliskan dengan 

𝑦 = −0.0696
1 − 𝑒

−(((−1.207𝑥1)+(−0.488 𝑥2)+⋯ +(0.446𝑥5))+((0.018𝑢1)+(−0.175𝑢2)+⋯+(0.242𝑢17)))

1 + 𝑒
−(((−1.207𝑥1)+(−0.488 𝑥2)+⋯ +(0.446𝑥5))+((0.018𝑢1)+(−0.175𝑢2)+⋯+(0.242𝑢17)))

+ ⋯ 

+(−0.6499)
1 − 𝑒

−(((3.807𝑥1)+(−8.100 𝑥2)+⋯ +(3.733𝑥5))+((−0.075𝑢1)+(0.358𝑢2)+⋯+(0.045𝑢17)))

1 + 𝑒
−(((3.807𝑥1)+(−8.100 𝑥2)+⋯ +(3.733𝑥5))+((−0.075𝑢1)+(0.358𝑢2)+⋯+(0.045𝑢17)))

 

+ 0.6311 

Hasil pembentukan model terbaik diperoleh nilai output jaringan dalam bentuk data 
normalisasi sehingga dilakukan yaitu denormalisasi. Setelah itu, akan diperoleh nilai target, 
output, dan error dari masing-masing data training dan data testing. 
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Tabel 10. Target, Output, dan Error 
Target Output Error 

Data Training 

47,83542443 56,77418 -8,93875 

50,84851873 56,79129 -5,94278 
⋮ ⋮ ⋮ 

12,6616789 18,61039543 -5,948716531 

26,58861218 19,09920311 7,489409066 

Data Testing 

53,41483818 56,40651 -2,99168 

53,7938542 56,224 -2,43015 
⋮ ⋮ ⋮ 

26,88640739 27,05601 -0,1696 

25,84639035 27,06098 -1,21459 

 
Proses prediksi ROP menggunakan model Elman Recurrent Neural Network sudah selesai. 
Sebaran perbandingan antara data aktual dan hasil prediksi ditunjukan oleh Gambar 5. 

 
Gambar 5. Perbandingan Data Aktual dengan Prediksi 

Selain itu, performa pembelajaran jaringan dapat diamati melalui kurva loss pada Gambar 6. 
Kurva ini menunjukkan penurunan nilai galat (loss function) seiring dengan bertambahnya 
epoch pelatihan, yang menandakan bahwa model berhasil melakukan proses pembelajaran 
secara stabil hingga mencapai konvergensi. Dengan demikian, kurva loss mendukung validitas 
hasil prediksi yang telah ditunjukkan pada Gambar 5. 

 
Gambar 6. Kurva Loss 
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4. KESIMPULAN  

Berdasarkan hasil pembahasan Penerapan ERNN dalam Memprediksi laju penetrasi (ROP) 
pada Pengeboran Minyak Bumi di peroleh kesimpulan sebagai berikut:  
1. Jaringan terbaik yang didapatkan pada model Elman RNN dengan jumlah 5 variabel input, 

yaitu WOB (𝑥1), TVD (𝑥2), MWI (𝑥3), ECD (𝑥4), dan TRPM (𝑥5), 17 neuron tersembunyi, 

serta 1 variabel output ROP (𝑦).  

2. Akurasi model yang diperoleh direpresentasikan oleh nilai MAPE dengan hasil prediksi pada 
data training 16.18%, sehingga menghasilkan nilai akurasi sebesar 83.82%. Sedangkan 
milai MAPE pada data testing 15.48%, sehingga menghasilkan nilai akurasi sebesar 
84.52%. Hasil prediksi ROP pada sumur B-1 dengan metode Elman Recurrent Neural 
Network tidak jauh berbeda dengan data aktual yang dipakai pada penelitian ini serta 
berdasarakan nilai MAPE hasil prediksi ini dikatakan baik. 

Penelitian ini menunjukkan bahwa ERNN dapat menjadi alternatif metode prediksi ROP yang 
efektif. Namun, masih terdapat residual error pada beberapa titik data. Oleh karena itu, 
penelitian lanjutan disarankan untuk menguji model pada formasi geologi yang berbeda, 
mengeksplorasi arsitektur jaringan lain seperti LSTM atau GRU, serta melakukan optimasi 
hyperparameter untuk meningkatkan performa model. 
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